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A B S T R A C T

The state-of-the-art performance on entity disambiguation has been reached by deep neural networks. However,
the task remains very challenging due to the complexity of natural language. Moreover, the target data
distribution is often different from that of training data. In this paper, we address the limitation of deep entity
disambiguation from the perspective of misprediction risk. We propose a knowledge-based approach of risk
analysis for entity disambiguation, and leverage it to enable adaptive deep learning. The proposed approach
generates risk features by extracting evidences from the knowledge base, and then models them as a linearly-
weighted random vector where an attention mechanism is used to focus on the most significant components.
Finally, it estimates misprediction risk of the aggregated probability distribution via the Conditional Value-at-
Risk metric. Furthermore, we demonstrate how to utilize risk analysis results in adaptive deep learning via
two-phase training, the first phase fits on labeled training data while the second one minimizes misprediction
risk on unlabeled target data. We evaluate the performance of the proposed approach on benchmark datasets
through a comparative study. Our thorough experiments demonstrate that it can detect mispredictions more
accurately than existing alternatives and can substantially improve the performance of deep learning models.
1. Introduction

The goal of Entity Disambiguation (ED) is to automatically link
mentions of entities from a given document to their corresponding
entities in a knowledge base. A mention is a word, a phrase or an
expression that refers to an entity. An entity is something that exists
as a subject or an object, physically or abstractly; such as a person, a
country, a language or a chemical process to name a few. For instance,
the sentence ‘‘On 29 December 2022, Brazilian former footballer Pelé died
aged 82 in Morumbi, São Paulo’’ contains the mentions to the football
player Pelé and the Morumbi destrict in São Paulo, Brazil. In practice,
the search for the right entity for a given mention is limited to a set of
candidates from the knowledge base. A candidate is an entity that has
a high probability of being referenced by a given mention.

Entity disambiguation is usually preceded by Named Entity Recog-
nition (NER), which highlights mentions within the text. The process
composed of NER followed by ED is referred to as Entity Linking. It is
considered to be a fundamental task in the natural language processing
field (Kataria et al., 2011; Ratinov et al., 2011; Sen, 2012; Zheng et al.,
2010). Its importance lies in its ability to endow free text on the web
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with encyclopedic knowledge which improves the experience of its
readers. The ability to highlight entities such as persons, countries, or
organizations on the web would perform a grounding of the relevant
concepts via their knowledge base entries. Moreover, it represents a
crucial step for knowledge base population (Ji & Grishman, 2011), as
this task would otherwise require laborious efforts. And, it also eases
the task of Question Answering (QA) when the entities mentioned in
the question can be easily located inside documents on the web.

While recognizing mentions could be achieved by exploiting the
sentence structure via methods such as parts-of-speech tagging and
dependency tree parsing, ED can pose a bigger challenge due to the
need for capturing the context of the mentions to disambiguate between
extremely similar entity names. This requires at least some understand-
ing of the relationship between the entity and common contexts in
which it is often mentioned. For example, the name Eagles may refer
to more than 40 entities in Wikipedia, like Colorado Eagles from the
American Hockey League, Philadelphia Eagles in the National Football
League (NFL) and Newcastle Eagles in the British Basketball League.
In such case, the correct entity is found by considering the sport being
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discussed, the league, the city name or even by the presence of another
entity such as a player in the team or the team’s president.

A lot of work has been done through the years to tackle the problem
of ED. These range from machine learning supervised models (Bunescu
& Paşca, 2006; Fleischman & Hovy, 2004; Milne & Witten, 2008),
clustering models (Pedersen et al., 2005), ranking models (Dredze
et al., 2010; Ratinov et al., 2011; Zheng et al., 2010) and probabilistic
hierarchical solutions (Han & Sun, 2011, 2012; Kataria et al., 2011;
Lazic et al., 2015). More recently, many Deep Learning models were
proposed for ED (Ayoola et al., 2022; Cao et al., 2018; Fang et al., 2016;
Ganea & Hofmann, 2017; Globerson et al., 2016; Huang et al., 2015; Le
& Titov, 2018, 2019; Sevgili et al., 2020; Yamada et al., 2017, 2022;
Yang et al., 2019). Most of these approaches rely on word or entity
embeddings extracted from a large knowledge base. Neural Network
models achieved state of the art results on all Entity Disambiguation
benchmarks. Nonetheless, the task of ED remains very challenging due
to the complexity of natural language on one hand, and the weak
exposure to world knowledge from the models on the other hand. Its
difficulty resides in solving the ambiguity by considering the whole
sentence contents to decide which entity best matches the discussed
topic and is the most coherent with the other mentioned entities in the
entire mentioning document. Failing to do so may lead to mistakenly
linking mentions to entities that, despite being textually similar, do not
represent actual matches.

Aside from the inherent linguistic challenges, another issue worth
noting is the distribution shift between training data and target data.
Fitting a model to documents from a certain domain dealing with
specific topics and entities does not guarantee a consistency in perfor-
mance on other domains. The difference across sampled datasets, even
from the same domain, could still pose challenges due to the shift in
distribution between samples. The fact that many recent models rely
on vector representations of entities embedded in the same space does
not fully solve this generalization problem across domains. Most of the
models’ learned weights still overfit to the specificities of data seen
during training. In the interest of mitigating these hurdles, we find
ourselves in need of techniques to identify the situations where the
deep learning model faces novel inputs on which its output is at high
risk of being wrong. Then, such valuable information is used to update
the output so as to adapt it to the target input. These two steps lead
s to propose a knowledge-based approach of risk analysis for ED and
everage it to enable adaptive deep learning.

Risk analysis is the process by which the misprediction risk of
he Neural Network model is estimated via a risk metric such as
onditional-Value-at-Risk (CVaR). It was proposed in Chen et al. (2020)
nd implemented through the LearnRisk model. In this work, we aim
o leverage world knowledge that is external to both the DNN model
nd the training data, to provide a better estimation for misprediction
isk. We extend risk analysis as formulated in Chen et al. (2020) by
arnessing a knowledge base, such as Wikipedia, to extract better and
ore accurate risk features. The motivation being that, basing risk

eature extraction only on the training data limits the abilities of the
isk model in learning misprediction-inducing patterns. Because, after
ll, the DNN has already seen the training data. So, training-data-based
isk features, despite offering a different view of the data than that
f the DNN model, still share the same data source. The proposed
pproach generates risk features by extracting evidences from the
nowledge base, and then models them as a linearly-weighted random
ector where an attention mechanism is used to attend to the most
ignificant components. Finally, it estimates misprediction risk by the
ggregated probability distribution via the risk metric of Conditional
alue-at-Risk (CVaR).

Risk analysis was also used to perform classifier adaptation in
he cases of domain or distribution shifts (Chen et al., 2022). We
emonstrate how to employ the results of risk analysis in adaptive
eep learning via two-phase training, the first phase on labeled training
2

ata and the second one on unlabeled target data by minimizing
misprediction risk. Improving misprediction risk estimation via external
knowledge has the potential to improve the adaptation task.

The contributions of this work are summarized as follows

• We propose a novel knowledge-based approach of risk analysis for
the task of Entity Disambiguation. As opposed to limiting the risk
metrics to training data, the newly devised metrics make use of
diverse sources, which include embeddings, knowledge base data
and classifier representations, offering more evidence supporting
misprediction risk estimation.

• We present an attention-based weighting mechanism to aggregate
risk features’ class membership probabilities into one distribution.
The trainable attention module that we incorporated allows better
modeling of the risk features’ contributions to the final score
relative to each candidate entity.

• We present an adaptive deep learning approach for the task of
ED that can tune a deep model towards a particular workload
by minimizing its misprediction risk. It is achieved by two-phase
training, the first phase on labeled training data and the second
one on unlabeled target data by minimizing misprediction risk.

• We perform an extensive empirical study to validate the efficacy
of the proposed approaches. Our experiments on real benchmark
data show that the proposed risk analysis approach can identify
mispredictions with considerably higher accuracy than the exist-
ing alternatives; the proposed adaptive deep learning approach
can also outperform the SOTA deep models by considerable mar-
gins.

The rest of this paper is organized as follows: Section 2 discusses the
related work. In Section 3.1, we review the risk analysis framework. In
Section 4, the approach of knowledge-based risk analysis is proposed
and in Section 5 the adaptive training method is presented. Section 6
presents the empirical evaluation results. Finally, Section 7 concludes
the paper.

2. Related work

Entity disambiguation (ED) is a fundamental task in the field of
natural language processing (Kataria et al., 2011; Ratinov et al., 2011;
Sen, 2012; Zheng et al., 2010), and an important step in knowledge
base population (Ji & Grishman, 2011). Entity disambiguation aims
to automatically link mentions of entities from a given document to
their corresponding entities in a knowledge base. A lot of work has
been done through the years to tackle the problem of ED (Alam et al.,
2022). Earlier works focused on linking names from text to entities that
represent people (Bagga & Baldwin, 1998; Fleischman & Hovy, 2004;
Mann & Yarowsky, 2003; Pedersen et al., 2005). Some approaches
attempted to add some background knowledge from social networks
to capture name-relatedness (Bekkerman & McCallum, 2005; Malin
et al., 2005; Minkov et al., 2006). Another line of approaches exploited
Wikipedia as background knowledge for ED (Bunescu & Paşca, 2006;
Cucerzan, 2007; Han & Zhao, 2009).

The proposed solutions for ED span across many paradigms. Some
methods used machine learning supervised models. Milne and Wit-
ten (2008) proposed a machine learning solution that uses the links
between Wikipedia articles for training a disambiguation model. The
authors came up with commonness and relatedness features of entities
and used them to transform the input to multiple machine learning
algorithms, such as Naive Bayes, Support Vector Machine (SVM) and
decision tree. Bunescu and Paşca (2006) trained a SVM Kernel to
exploit the rich structure of the knowledge embedded in an online
encyclopedia for entity disambiguation. The authors used Wikipedia’s
categories, disambiguation pages, redirect pages, and hyperlinks. Fleis-
chman and Hovy (2004) trained a Maximum Entropy model to estimate
the probability that two names refer to the same individual. Multiple
feature types were used including web features, name features and

estimated statistics to name a few.
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Other works treated the disambiguation problem as a learn-to-rank
problem instead of a classification problem. Zheng et al. (2010) used a
set of similarity features, context features and miscellaneous features
fed to a ranking Perceptron or a ListNet model for ranking. Dredze
et al. (2010) used a ranking SVM, trained to rank the right entity
higher than the other candidates. Similarly, Ratinov et al. (2011) used
a two-step process consisting of a ranker model that obtains the best
disambiguation for each mention, followed by a linker that chooses
whether to link the mention to Wikipedia. Pedersen et al. (2005)
presented an unsupervised approach to the disambiguation of names
by clustering them into groups of entities according to statistically
significant bigram features.

There have been many probabilistic solutions based on hierarchical
models. Han and Sun (2011) proposed a generative probabilistic model
that can make use of heterogeneous entity knowledge for the entity
linking task. The knowledge consisted of popularity knowledge, name
knowledge and context knowledge. Kataria et al. (2011) and Han and
Sun (2012) modeled the problem using topic modeling. Plato (Lazic
et al., 2015) presented a selective context probabilistic model for ED.

Neural network-based approaches have attained compelling results
on this task (Cao et al., 2018; Fang et al., 2016; Ganea & Hofmann,
2017; Globerson et al., 2016; Huang et al., 2015; Le & Titov, 2018,
2019; Sevgili et al., 2020; Yamada et al., 2017, 2022; Yang et al., 2019).
Most of these approaches rely on word or entity embeddings extracted
from a large knowledge base. These embeddings can be fixed such as
skip-gram embeddings (Mikolov et al., 2013) and node2vec (Grover &
Leskovec, 2016) or contextualized such as ELMo (Peters et al., 2018)
(e.g. used in Shahbazi et al. (2019)) and BERT (Devlin et al., 2019)
(e.g. used in Broscheit (2019), Ling et al. (2020) and Yamada et al.
(2022)). Many works make use of the attention mechanism (Bahdanau
et al., 2015), be it to ensure entity coherence per document (Globerson
et al., 2016), to focus only on important context words predictive of the
mentioned entity (Ganea & Hofmann, 2017) or to incorporate entity
type information (Nie et al., 2018). GENRE was proposed in Cao et al.
(2021) and its multilingual version mGENRE in De Cao et al. (2022),
a system that retrieves entities by generating their unique names using
a transformer-based architecture. Kannan Ravi et al. (2021), Kolitsas
et al. (2018) and Févry et al. (2020) attempted to solve end-to-end
entity linking (Mention Detection followed by Entity Disambiguation)
in a single one-fits-all solution. Ayoola et al. (2022) introduced an
ED model that performs entity linking by reasoning over a symbolic
knowledge base in a differentiable manner. In this paper we experiment
with Dynamic Context Augmentation (DCA) (Yang et al., 2019). It is a
global model that accumulates knowledge from previously linked enti-
ties as dynamic context to better inform later mention disambiguation
decisions.

There have also been graph-based approaches (Al-Moslmi et al.,
2020). Alhelbawy and Gaizauskas (2014) used Page-Rank on a
weighted graph of candidates. Cao et al. (2018) used a Graph Con-
volutional Network to incorporate both local contextual features and
global coherence information for entity linking. Sevgili et al. (2019)
integrated information from a knowledge base with textual information
using graph embeddings. Hu et al. (2020) introduced an end-to-end
graph neural network model that utilizes semantic information for
entity disambiguation.

Risk analysis, also referred to in the literature as confidence rank-
ing or trust scoring. The goal of this task is to identify instances where
a deployed model is succeptible of misprediction. Many solutions were
proposed to tackle this problem, ranging from simple methods that
make use of the model’s outputs (Hendrycks & Gimpel, 2017) to more
complex solutions that have other characteristics such as interpretabil-
ity and learnability (Chen et al., 2020; Corbière et al., 2019; Jiang
et al., 2018; Zhang et al., 2014). Of the latter type, LearnRisk (Chen
et al., 2020) is an interpretable and learnable framework for Entity
Resolution that builds a dynamic risk model tuned towards a given
3

model and a target workload. In this framework, the risk is measured by
the Value-at-Risk (VaR) metric from financial risk modeling (Tardivo,
2002). Other than misprediction detection, the concept of risk was
also used in the area of machine learning for different ends such as
recommendation risk (Xiao et al., 2020), fairness (Williamson & Menon,
2019) and distribution-free uncertainty estimation (Bates et al., 2021).

3. Background and challenges

Originally proposed in Chen et al. (2020) and substantiated in the
LearnRisk model, the risk analysis framework consists of three steps:
Risk Feature Generation, Risk Model Construction and Risk Model Training.

e first define the problem of Risk Analysis for ED, and then, we
ummarize risk analysis steps and highlight some of their limitations.

.1. Problem statement

Given a set of documents 𝐷 where each document 𝑎 ∈ 𝐷 consists of
ne or more phrases about a certain topic. These phrases will naturally
efer to certain real-world entities such as: places, famous people, sports
eams or scientific concepts to name a few. The part of the phrase which
efers to an entity is called a mention of that entity. Mentions may be
s simple as the entity name itself or a part of it, or they may be as
omplex as alternative appellations or abbreviations of entity names.
document 𝑎 will consist of a set of entities 𝑀𝑎 where each mention
∈ 𝑀𝑎 refers to an entity 𝑒 from the set of all entities 𝐸. The goal of

ntity Disambiguation is to find all entities referred to by the mentions
∈ 𝑀𝑎 for all the documents in 𝐷. So, a solution 𝑆̂ for 𝐷 will be in

he form of pairs (𝑚𝑖, 𝑒𝑖) where 𝑒𝑖 is the predicted entity. The ground
ruth solution 𝑆 for 𝐷 is the set of pairs (𝑚𝑖, 𝑒𝑖) where 𝑒𝑖 is the correct
ntity mentioned by 𝑚𝑖. In practice, ED solutions are provided with a
et of heuristically selected candidate entities 𝐶𝑖 for each mention 𝑚𝑖
o significantly reduce the search space from 𝐸 to 𝐶𝑖.

The task of Risk Analysis is to rank the pairs (𝑚𝑖, 𝑒𝑖) such that the
rong pairs are ranked higher than the correct pairs. Obviously, Risk
nalysis cannot have access to the ground truth ED solution 𝑆. Instead,
is used to measure the performance of Risk Analysis in detecting

ispredictions. The metric used to measure the performance of Risk
nalysis has to take into account the whole ranking of pairs such that

he ratio of detected mispredictions at every portion of the ranking
s reflected. One such metric is the Receiver Operating Characteristic
ROC) curve (Fawcett, 2006) and its accompanying Area Under the
OC curve (AUROC) which were used in previous work (Hendrycks
Gimpel, 2017).
Let 𝑇𝑃 denote the number of true positives, 𝐹𝑃 the number of false

ositives, 𝑇𝑁 the number of true negatives and 𝐹𝑁 the number of false
egatives. A positive is a mispredicted pair (𝑒𝑖 ≠ 𝑒𝑖) while a negative
s a correctly predicted pair (𝑒𝑖 = 𝑒𝑖). The ROC curve plots the True
ositive Rate (𝑇𝑃𝑅) against the False Positive Rate (𝐹𝑃𝑅) at different
hresholds such that 𝑇𝑃𝑅 = 𝑇𝑃

𝑇𝑃+𝐹𝑁 and 𝐹𝑃𝑅 = 𝐹𝑃
𝐹𝑃+𝑇𝑁 . The ROC curve

shows the trade-off between misprediction detection (true positives)
and the incurred cost in correct predictions (false positives). So, to
extract one score that reflects the quality of the solution, the area under
the ROC curve can reflect the probability of assigning a higher score
to a randomly chosen mispredicted pair than to a randomly chosen
correctly predicted pair (Fawcett, 2006). Fig. 1 illustrates an example
of two ROC curves for two methods: method A and method B. In
this scenario, method A is better performing than method B while the
diagonal (blue) line corresponds to a random performance.

3.2. Risk feature generation

Risk features are generated in the form of rules by using a one-
sided decision tree algorithm. Each rule is an implication where the
left-hand-side is a conjunction of conditions on scalar metrics and
the right-hand-side is the class label. The algorithm ensures that the
generated rule-set possesses two properties: discrimination between
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Fig. 1. Receiver Operating Characteristic curve.

classes and high-coverage of training data. In contrary to the common
scenario where a rule is used to label examples with class labels, a risk
feature concerns only a single class. As a result, risk features can be seen
as indicators of the classifier’s mispredictions relying on the knowledge
encoded in the corresponding rules.

For a complex NLP problem such as ED, the metrics used for risk-
rule generation cannot be extracted solely from training data since
it does not provide enough knowledge to decide whether an entity
matches a certain mention. More knowledge about the entity is needed
to map it to the right mention and the right context. In addition,
the data does not cover enough entities and mention scenarios which
makes it hard to generalize risk analysis to novel inputs relying only
on text-based rules extracted from it. As a result, the exploitation of a
knowledge base as well as word and entity embeddings, as done in our
approach, remedies the problem of labeled-data support.

Knowing that each single input in ED is an entity mention and
a set of possible candidates, making it a multi-class problem, risk
feature generation can still be performed on each mention-candidate
combination individually.

3.3. Risk model construction

With the risk features generated from the previous step, it is now
possible for the risk model to assess the classifier’s predictions sup-
porting its decision with interpretable explanations. Borrowing from
investment theory, LearnRisk treats each instance’s class membership
probability distribution as a portfolio reward. It models the distribution
as the aggregation of the class membership distributions of its features,
treating them as stock rewards.

Formally, the class membership probability of a single datum (𝑑𝑖, 𝑦𝑖),
onsisting of input 𝑑𝑖 and label 𝑦𝑖, is modeled by a random variable
𝑖. 𝜋𝑖 follows a normal distribution  (𝜇𝑖, 𝜎2𝑖 ) with expectation 𝜇𝑖 and
ariance 𝜎2𝑖 .  is truncated to the [0, 1] interval. For a set of 𝑛𝐹 risk
eatures 𝐹 = {𝑓1, 𝑓2,… , 𝑓𝑛𝐹 }, let 𝐰 = [𝑤1, 𝑤2,… , 𝑤𝑛𝐹 ] denote their
orresponding weights vector. Assume that 𝝁𝐹 = [𝜇𝑓1 , 𝜇𝑓2 , … , 𝜇𝑓𝑛𝐹 ]

𝑇

nd 𝝈2
𝐹 = [𝜎2𝑓1 , 𝜎

2
𝑓2

, … , 𝜎2𝑓𝑛𝐹
]𝑇 represent the expectation and variance

ectors corresponding to the random variables 𝜋𝑓𝑗 ∼  (𝜇𝑓𝑗 , 𝜎
2
𝑓𝑗
).

here 𝜋𝑓𝑗 denotes the class membership random variable for the
eature 𝑓𝑗 . Then, 𝜋𝑖 is estimated via

𝑖 =
𝑛𝐹
∑

𝑗=1
(𝐱𝐢)𝑗 𝑤𝑗 𝜋𝑓𝑗 .

y using the normal distribution properties, 𝜋𝑖’s distribution parameters
re estimated as follows:

𝑖 = (𝐱𝑖 × 𝐰) ⋅ 𝝁𝐹 , 𝜎2𝑖 = (𝐱𝑖 × 𝐰)2 ⋅ 𝝈2
𝐹 .
4

here 𝐱𝑖 is a mask vector for active risk features for 𝑑𝑖.
Besides the risk features generated in the form of rules, LearnRisk
ncludes another extra risk feature, which is the classifier’s output
robability. The classifier outputs a probability 𝜋̂𝑖 = 𝑃𝛩(𝑦𝑖 = 1|𝑑𝑖) for
𝑖 belonging to the positive class where 𝛩 are the classifier’s learned
arameters. Then, the range of probabilities [0, 1] is split into 𝑛𝑏 bins
n order to discretize 𝜋̂𝑖, where each bin has its corresponding 𝜇 and
2. The resulting mask vector 𝐱𝐢 ∈ {0, 1}𝑛𝐹 then equals 1 for the risk
eatures (rules or bins) that fit the pair 𝑑𝑖, and equals 0 otherwise.

here 𝑛𝐹 = 𝑛𝑟+𝑛𝑏 represents the total number of rules 𝑛𝑟 and classifier
robabilities binned to 𝑛𝑏 bins, the mask vector definition is then as
ollows

𝐱𝐢)𝑗 =
⎧

⎪

⎨

⎪

⎩

1 if (𝑗 ≤ 𝑛𝑟) ∧ (𝑟𝑗 fits 𝑑𝑖)
1 if (𝑛𝑟 < 𝑗 ≤ 𝑛𝑟 + 𝑛𝑏) ∧ (𝜋̂𝑖 ∈ [ 𝑗−𝑛𝑟−1𝑛𝑏

, 𝑗−𝑛𝑟𝑛𝑏
])

0 otherwise,
1 ≤ 𝑗 ≤ 𝑛𝑟 + 𝑛𝑏 .

rovided with the distribution 𝜋𝑖 for 𝑑𝑖, its risk is measured by the
etric of VaR (Tardivo, 2002).

The global weight vector 𝐰 emphasizes risk features that are the
ost effective w.r.t the current classifier. However, for a problem

uch as ED, where the mispredictions can also be influenced by the
urrent candidate entity, risk features are not only dependent on the
lassifier but also on the given candidate. Moreover, with more than
dozen features, the model ignores the potential dependence between

isk features by treating their corresponding class membership random
ariables as independent. We propose to factor in entity information to
earn 𝐰 and use a single multivariate distribution to model risk feature
andom variables as a random vector. Note that at this step, other more
obust risk measures can be applied. Subsequently, we consider the
ore coherent Conditional Value-at-Risk (CVaR) metric (Artzner et al.,
999).

.4. Risk model training

In this last step, the risk model is fitted on the validation data by
ptimizing a learn-to-rank objective (Burges et al., 2005). The parame-
ers tuned during the training process are: the risk feature weight vector
𝐰) and the variances (𝝈2

𝐹 ). Since the expectations (𝝁𝐹 ) are calculated
rom the training data, they are treated as prior knowledge.

While we can consider all mention-candidate combinations for ED,
rom a risk analysis perspective, we are more concerned about the risk
f the candidate predicted by the classifier. So, an aggregation of the
ndividual risk scores is required to generate one risk score per mention.
he reformulation of the ranking objective in this case is required (more
etails in Section 4).

Once trained, the risk model is applied to unseen data that is labeled
y the same classifier. It is used to assess the misclassification risk and
utput risk scores for each prediction.

. Knowledge-based risk analysis

In this section, we describe the approach of knowledge-based risk
nalysis. Let us assume the knowledge-base consists of entities and
heir textual descriptions, and that each text contains mentions of other
ntities in the same knowledge base. A mention is a word, a phrase
r an expression that refers to an entity. For example, China and PRC
re mentions for the entity People’s Republic of China. The approach

follows the risk analysis pipeline (Section 3.1). In what follows, the
distinctive characteristics that are either added to or adapted from the
original approach are explained in detail. These stem from the exclusive
use of the knowledge-base and the multi-class nature of ED or repre-
sent desirable improvements. They can be categorized into five major
procedures. Firstly, Knowledge-base Evidence Extraction is responsible
for generating evidence for each known entity in the knowledge base.
Then, Risk Metrics Synthesis generates similarity metrics that make use
of the evidence from the previous step as well as word embeddings and

textual data. After Risk Feature Generation using the synthesized metrics,
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Fig. 2. Knowledge-based risk analysis framework.
Risk Model Construction describes the risk model structure and motivates
its design choices. Finally, Risk Model Training outlines the training
objective and the estimation method for the multi-class scenario (as
showcased in ED).

Fig. 2 shows the knowledge-based risk analysis framework. The
aforementioned steps of the risk analysis process are numbered chrono-
logically from 1 to 5.

4.1. Knowledge-base evidence extraction

Evidence is defined as the individual concepts that co-occur with an
entity’s mentions, i.e. words, entities or notions that appear the most
in the context of the mentions relating to the entity. The task, is to
first transform the raw linked text data into a common numerical rep-
resentation. Then, three types of entity-level evidences are extracted,
namely, Topics, Keywords and Cross-links.

4.1.1. Common representation
Let 𝐸 be the set of all entities in the knowledge base. For every

entity 𝑒 ∈ 𝐸 we can extract 𝑛𝑒 mentions of a given window size 𝛿. The
set of mentions of 𝑒, 𝑀𝑒, is defined as:

𝑀𝑒 = {𝑀𝑒
1 ,… ,𝑀𝑒

𝑛𝑒
} .

Let 𝑀 be the set of all mentions, i.e. 𝑀 = ∪𝑒∈𝐸𝑀𝑒. We create a
vocabulary 𝑉 of 𝑛𝑉 tokens excluding stop-words, top frequent words
and rare words. 𝑉 is extracted from the set of all mentions 𝑀 . Then,
we limit every mention 𝑀𝑒

𝑖 to the words in 𝑉 resulting in 𝑀̂𝑒
𝑖 . Let

𝐼𝑒𝑖 represent the indices of the words in 𝑀̂𝑒
𝑖 . 𝑀̂𝑒

𝑖 is transformed into
one-hot representation 𝑅𝑒

𝑖 ∈ R𝑛𝑉 such that:

𝑅𝑒
𝑖𝑗 =

{

1 if 𝑗 ∈ 𝐼𝑒𝑖
0 otherwise

, 1 ≤ 𝑗 ≤ 𝑛𝑉 . (1)

4.1.2. Topics
The first type of evidence that can be held against classifier predic-

tions, is whether the predicted entity for a given mention and context
differ in their topics. As such, the topics act as coarse-grained evidence.
We train a topic model on the set of word counts per entity using
LDA (Latent Dirichlet Allocation (Blei et al., 2001)) with 𝑛𝑇 topics.
LDA model is trained on ∪𝑒∈𝐸𝑅𝑒 where 𝑅𝑒 =

∑𝑛𝑒
𝑖=1 𝑅

𝑒
𝑖 , resulting in the

function lda :N𝑛𝑉 → R𝑛𝑇 where the output is a probability distribution
over 𝑛𝑇 topics (refer to Section 6 for details on how to choose 𝑛𝑇 ).

Then, we transform each entity’s mentions list using the lda function
(𝜃𝑒 = lda(𝑅𝑒), 𝜃𝑒 ∈ R𝑛𝑇 ) and keep the top-k topics ranked by 𝜃𝑒 as the
topic list of 𝑒, namely 𝑇 .
5

𝑒

4.1.3. Keywords
As opposed to topics, this type of evidence is fine-grained. Keyword

evidence is represented as the individual token influence on the rela-
tionship between the mention’s context and the entity. We apply the
TF-IDF algorithm on ∪𝑒∈𝐸𝑅𝑒, i.e. treating each entity’s mentions as a
single document (sum of the one-hot vectors). Then, we get the TF-IDF
scores of words for each entity.

Specifically, for every word 𝑤𝑖 ∈ 𝑉 , we calculate its term-frequency
in the mentions of 𝑒 (i.e. TF(𝑤𝑖,𝑀𝑒)), and its document-frequency
(DF(𝑤𝑖)) as the number of entities containing 𝑤𝑖 in any of their men-
tions (i.e. DF(𝑤𝑖) = |{𝑀𝑒 ∶ 𝑤𝑖 ∈ 𝑀𝑒, 𝑒 ∈ 𝐸}|). Then, the TF-IDF score
TF-IDF(𝑤𝑖, 𝑒) is calculated as

TF-IDF(𝑤𝑖, 𝑒) = TF(𝑤𝑖,𝑀
𝑒) IDF(𝑤𝑖) ,

where IDF(𝑤𝑖) = ln( |𝐸|

DF(𝑤𝑖)
)

Finally, the Keyword evidence of an entity 𝑒 is given by the set
𝐾𝑒 = {𝑤𝑖 ∈ 𝑉 ,TF-IDF(𝑤𝑖, 𝑒) ≥ 𝛾} where 𝛾 is a threshold.

4.1.4. Cross-links
The previous types of evidences focus on recognizing entities from

their context, which means they are local evidences. It is equally
important to model links between entities in order to learn which
ones are semantically close to each other and which are not. In this
scenario, the goal is not to find entities that are synonymous. Instead,
the tendency of entities to co-occur in the same document is what we
are interested in. It is worthy of noting that even topic information is
not enough to cover such links. For instance, a mention of an athlete’s
hometown in a document about sports does not necessarily mean the
town itself is related to sports, yet it tends to co-occur with the athlete’s
mentions.

Concretely, the evidence is pretty straightforward to extract and
represent. The cross-link data extraction step can be performed while
extracting the mentions, because as assumed in the knowledge base,
every mention actually resides in a document describing an entity. So,
the set of mentions of a target entity 𝑒 comes also with a set of source
entities 𝐼𝑒 which are considered 𝑒’s in-links. Similarly, the set of 𝑒’s
out-links is essentially the set of entities 𝑂𝑒 referred to by the mentions
contained in 𝑒’s document in the knowledge base.

Finally, the list of 𝑒’s cross-links 𝐿𝑒, consisting of the entities either
referring to 𝑒 (in-links) or referred to by 𝑒 (out-links) is represented as
the set 𝐿𝑒 = 𝐼𝑒 ∪𝑂𝑒. 𝐿𝑒 can also be seen as the set of neighbors of 𝑒 in
a knowledge-graph where nodes represent entities and edges represent
mentions.
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4.2. Risk metrics synthesis

As seen in Section 3.2, risk rules operate on conditions and thresh-
olds involving scalar metrics. For accurate risk analysis, high quality
metrics need to be devised to ensure the generation of discriminative
and high-support rules. At this step, metrics are generated from the
dataset using three diverse sources: the knowledge base, word em-
beddings and classifier representations. The input dataset, for which
metrics are to be computed, is transformed from a set of mention-
candidates pairs (𝑚𝑖, {𝑒𝑖𝑗 ∶ 𝑗 ∈ [𝐶]}) where 𝐶 is the number of
andidates, to an ordered list of mention-candidate pairs [𝑚𝑖, 𝑒𝑖𝑗 ]. Each
ention 𝑚𝑖 is surrounded by a left context 𝑐𝑙𝑖 and a right context 𝑐𝑟𝑖
aking up the full mention context 𝑐𝑖 = 𝑐𝑙𝑖 +𝑚𝑖+ 𝑐𝑟𝑖 . Wherever the 𝑖 and
subscripts are omitted for readability, 𝑚, 𝑐 and 𝑒 refer to 𝑚𝑖, 𝑐𝑖 and

𝑖𝑗 respectively.
The metrics are categorized according to their sources as detailed

elow.

.2.1. Knowledge base
• Topic coverage score measures the coverage of the topics in the

mention context 𝑐 by the topics of the candidate entity 𝑒 as:

topic_sim =
|𝑇𝑐 ∩ 𝑇𝑒|

|𝑇𝑐 |
,

where 𝑇𝑐 contains the top-k topics according to 𝜃𝑐 = lda(𝑐)
making up the set of topics of 𝑐, and 𝑇𝑒 is the topic list of 𝑒 from
Section 4.1.2.

• Different top-topic is a binary score that returns 1 when the top
topic –according to the LDA score– for the mention context and
the entity are different, otherwise it returns 0.

diff_top_topic =

{

1, if 𝑎𝑟𝑔𝑚𝑎𝑥(𝜃𝑐 ) ≠ 𝑎𝑟𝑔𝑚𝑎𝑥(𝜃𝑒)
0, otherwise

.

• Context similarity score is a ratio of the common tokens be-
tween the context 𝑐 and the entity 𝑒 given by the Jaccard
index:

context_text_sim =
|𝐾𝑐 ∩𝐾𝑒|

|𝐾𝑐 ∪𝐾𝑒|
,

where 𝐾𝑐 is the set of tokens in 𝑐 ∩ 𝑉 and 𝐾𝑒 the set of keywords
of 𝑒 from Section 4.1.3.

• Document coherence score is the number of document entities
in which 𝑚 occurred, that are also cross-links of 𝑒.

coherence = |𝐸𝑑 ∩ 𝐿𝑒| ,

where 𝐸𝑑 is the set of ground-truth entities linked to mentions of
document 𝑑 and 𝐿𝑒 is the list of 𝑒’s cross-links from Section 4.1.4.
At test time, 𝐸𝑑 is the set of entities predicted by the classifier, as
there are no ground-truth labels.

• Mention-candidate prior 𝑝̂(𝑒|𝑚) is estimated from the knowledge
base’s #(m,e) counts. It is often used to pre-rank candidates
and limit their number to 𝐶 candidates prior to classifier
training (Ganea & Hofmann, 2017).

4.2.2. Word embeddings
Let 𝐵𝑤 ∈ R𝑛𝑉 ×𝑑𝑤 be a word embedding matrix of outer dimension

𝑑𝑤 and 𝑒𝑚𝑏(𝑆) (defined below) a function that returns the average
embedding of a sequence of tokens 𝑆 filtered by the vocabulary
𝑉 . Averaging tokens is a simple yet effective baseline for sentence
representation (Kenter et al., 2016).

𝑒𝑚𝑏(𝑆) = 1
|𝑆 ∩ 𝑉 |

∑

𝑤∈(𝑆∩𝑉 )∧𝑉𝑘=𝑤
𝐵𝑤
𝑘 .

our total word embedding-based metrics are extracted by considering
he mention and the context and using two variants for the similarity
unction (𝑠𝑖𝑚() below) in each case. Cosine and Euclidean similarity
unctions are considered.
6

• Mention embedding similarity measures the similarity between
the mention phrase 𝑚 and the candidate entity’s name 𝑒 by
transforming them into dense representations. Then the similarity
is measured via

mention_emb_sim = 𝑠𝑖𝑚(𝑒𝑚𝑏(𝑚), 𝑒𝑚𝑏(𝑒)) .

• Context embedding similarity also measures the similarity be-
tween averaged token vectors. Only that the left-hand side is
actually the average over the whole context 𝑐.

context_emb_sim = 𝑠𝑖𝑚(𝑒𝑚𝑏(𝑐), 𝑒𝑚𝑏(𝑒)) .

.2.3. Classifier representations
• Positive class distance (resp. Negative class distance) is simply

the distance between the classifier’s representation of (𝑚, 𝑒) and
the cluster center of all matching (resp. non-matching) mention–
entity pairs from labeled training data 𝐷𝑇 . The clusters for the
positive and negative classes are {(𝑚𝑖, 𝑒𝑖𝑗 ) ∈ 𝐷𝑇 ∶ 𝑦𝑖 = 𝑗} and
{(𝑚𝑖, 𝑒𝑖𝑗 ) ∈ 𝐷𝑇 ∶ 𝑦𝑖 ≠ 𝑗} respectively.

.3. Risk model construction

In this subsection, the steps required for risk model construction are
utlined. The three steps are highlighted in Fig. 2 using letters a, b
nd c; corresponding to Attention-Based Weighting, Risk Features Joint
odeling and Risk Score Estimation, respectively.

.3.1. Attention-based weighting
As seen in Section 3.1, the ultimate goal of the risk model is to

earn risk feature weights for a given classifier so that it can model
he class membership distribution for each input instance. For ED, each
nput 𝑑𝑖 = (𝑚𝑖, {𝑒𝑖𝑗 ∶ 𝑗 ∈ [𝐶]}) consists of a mention 𝑚𝑖 with up to 𝐶
andidates {𝑒𝑖𝑗 ∶ 𝑗 ∈ [𝐶]}. This means that in order to apply the risk
odel to 𝑑𝑖, each candidate 𝑒𝑖𝑗 has to be considered separately, where

he label is matching for the correct candidate and non-matching for
he remaining candidates. Recalling that risk features are represented
y rules that operate on a set of metrics, it is quite limiting to learn
ne single risk feature weighting for all potential inputs with a large
et of entities. It is possible to fall into situations where a given risk
eature is highly predictive of the misclassification risk on a candidate
ntity, while the same feature is not indicative of the risk on another
andidate. For example, an entity that is easily disambiguated by its
op topic would have a higher weight for the risk features that operate
n topic-based metrics (such as diff_top_topic), while an entity that is
ommonly mentioned in passages from various topics would have its
isk estimated better via risk features from another category. So, the
isk model not only learns which risk features are more predictive of
ispredictions from the classifier, it would further learn the ones that
ork best for the candidate entity being predicted.

To achieve this functionality, risk feature weights need to be com-
uted via a transformation that factors in the input candidate entity.
e take inspiration from the Dot-Product Attention (Vaswani et al.,

017) to model the entity-aware risk-feature weights. This attention
echanism fits the desideratum we expressed as long as entities are

epresented by a dense embedding. Indeed, entity embeddings have
een extracted and commonly used in machine learning solutions for
D (Fang et al., 2016). Let 𝑄𝑖 ∈ R𝐶×𝑑𝑒 of dimension 𝑑𝑒 denote the
andidate entities’ embeddings for 𝑑𝑖, 𝐾 ∈ R𝑑𝑒×𝑛𝐹 a feature mapping
atrix and 𝑋𝑖 ∈ {0, 1}𝐶×𝑛𝐹 a Boolean mask (stacked 𝐱𝑖 from Section 3.3

or 𝐶 candidates). The candidate-level risk feature weights are stored
n the rows of the matrix 𝐴𝑖 ∈ R𝐶×𝑛𝐹 , which is computed following
q. (2). The masked Softmax function ensures that the output weights
um to 1 and keeps only the risk features that fit to each mention-
andidate pair using the Boolean mask. For compatibility, we keep the
ame terminology for the queries 𝑄, keys 𝐾 and attention weights 𝐴 as
n the original paper (Vaswani et al., 2017). So far, 𝑄𝑖 and 𝑋𝑖 are the
equired inputs while 𝐾 is learned during training.
𝑖 = 𝑚𝑎𝑠𝑘𝑒𝑑_𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝐾 ⋅𝑄𝑖, 𝑋𝑖) . (2)
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Fig. 3. Value-at-Risk versus Conditional Value-at-Risk.

4.3.2. Risk features joint modeling
The next step in the risk analysis framework is the estimation of

the matching class membership random variable 𝜋(𝑖,𝑗) for each mention-
candidate pair (𝑚𝑖, 𝑒𝑖𝑗 ). Contrary to the original risk model, which treats
individual risk features as independent normally distributed random
variables 𝜋𝑓𝑗 (Section 3.3), we instead model them as components of
a multivariate normally distributed random vector 𝛱𝐹 ∼ 𝑛𝐹 (𝜇𝐹 , 𝛴)
where 𝜇𝐹 is its mean vector and 𝛴 is a positive-definite matrix rep-
resenting its covariance. 𝜇𝐹 consists of risk feature means that were
estimated from the training data in the Risk-Feature Generation step,
while 𝛴 is learned during training. We argue that this modeling choice
follows naturally from the fact that it is safer to assume risk features are
dependent than independent. Indeed, risk features employing different
similarity metrics are highly likely to express similar predictive ability
in many situations. By considering the dependence characteristic, the
linear combination of the marginal random variables would result in a
more accurate joint distribution.

In, this scenario, 𝜋(𝑖,𝑗) will be the result of the linear combination of
the weights 𝐴𝑖

𝑗 with the random vector 𝛱𝐹 . This design relies on two
properties of the Multivariate Normal Distribution which we list below
keeping the same notation:

1. The distribution of 𝜋(𝑖,𝑗) = 𝐴𝑖
𝑗 ⋅ 𝛱𝐹 , is univariate Normal with

𝜋(𝑖,𝑗) ∼  (𝐴𝑖
𝑗 ⋅ 𝝁, 𝐴

𝑖
𝑗
𝑇 ⋅ 𝛴 ⋅ 𝐴𝑖

𝑗 ).
2. Any subset of the random vector 𝛱𝐹 has a marginal distribution

that is also multivariate normal.

As a result, only one random vector needs parameter estimation
throughout the training process. The only change per input instance
is the masked attention weight, which relies on the first property
to reduce the distribution into univariate, and relies on the second
property to be able to mask certain variates with each input. Notice
how by being positive-definite, 𝛴 ensures that the variance of the
dot product remains positive. To maintain this property, 𝛴 is actually
trained via its Cholesky decomposition 𝛴 = 𝑈𝑇 ⋅ 𝑈 where 𝑈 is an
upper triangular matrix with strictly positive diagonals. 𝛴 is trained
gradually by receiving updates for different combinations of variates
at each iteration. Attention weights will naturally preserve the mean
of the distribution to be in the probability range of [0, 1] because the
weights themselves sum to 1.

4.3.3. Risk score estimation
Having estimated its parameters, 𝜋(𝑖,𝑗) now reflects the odds of 𝑒𝑖𝑗

matching with 𝑚𝑖. This is the step where risk estimation is performed.
The original model used VaR (Section 3.1) as the base risk metric. This
metric has been criticized in the financial risk modeling domain for
7

various reasons. Artzner et al. (1997) and Artzner et al. (1999) noted
that it has undesirable mathematical characteristics such as lack of
subadditivity and convexity, and that it is not informative about the
magnitude of the losses larger than the VaR level. These misgivings are
absent in the Conditional Value-at-Risk (Artzner et al., 1999) measure,
also referred to as Expected shortfall or Average Value-at-Risk, which
represents a more coherent measure with better properties. In fact,
CVaR is computed for a random variable 𝑍 in terms of VaR through
the expression

CVaR𝜖(𝑍) = E[𝑍|𝑍 > VaR𝜖(𝑍)] ,

where E is the statistical expectation and 𝜖 is the confidence. Fig. 3
shows the VaR and CVaR values for the Normally distributed random
variable 𝜋(𝑖,𝑗) with a confidence of 0.9.

CVaR is still applied in our model in the same way VaR was applied
in LearnRisk, that is, it is measured on the truncated version of 𝜋(𝑖,𝑗)
taking into account the current classifier’s predicted label 𝑦̂ ∈ [𝐶]. So,
the raw risk scores for (𝑑𝑖, 𝑦̂𝑖) are represented by the vector 𝐬𝐢 ∈ [0, 1]𝐶

where 𝐶 is the number of candidates and each 𝑠𝑖𝑗 ∈ 𝐬𝐢 is calculated as
follows:

𝑠𝑖𝑗 =

⎧

⎪

⎨

⎪

⎩

E[𝜋(𝑖,𝑗) |VaR𝜖(𝜋(𝑖,𝑗)) < 𝜋(𝑖,𝑗) < 1] if 𝑗 ≠ 𝑦̂𝑖

1 − E[𝜋(𝑖,𝑗) | 0 < 𝜋(𝑖,𝑗) < VaR1−𝜖(𝜋(𝑖,𝑗))] if 𝑗 = 𝑦̂𝑖
, (3)

noting that 0 and 1 are the truncation bounds. Eq. (3) deals with two
cases: one where the candidate is predicted by the classifier as matching
and one where it is not. Each case determines the side from which
CVaR is estimated. Step (c) in Fig. 2 shows CVaR estimation on different
candidates where on one candidate (the one predicted as matching) it
is measured from the left while on the other ones it is measured from
the right.

Then, substituting the truncated normal expectation definition in (3)
and replacing VaR𝜖(𝜋(𝑖,𝑗)) with the truncated normal quantile function
𝐹−1(𝜖) of 𝜋(𝑖,𝑗), we get a closed form expression (Rockafellar & Uryasev,
2000)

𝑠𝑖𝑗 =

⎧

⎪

⎨

⎪

⎩

𝜇𝑖 − 𝜎𝑖
𝜙(1)−𝜙(𝐹−1(𝜖))
𝛷(1)−𝛷(𝐹−1(𝜖)) if 𝑗 ≠ 𝑦̂𝑖

1 − 𝜇𝑖 + 𝜎𝑖
𝜙(𝐹−1(1−𝜖))−𝜙(0)
𝛷(𝐹−1(1−𝜖))−𝛷(0) if 𝑗 = 𝑦̂𝑖

, (4)

where 𝛷 is the standard normal cumulative distribution function and
𝜙 is the standard normal probability density function.

The scores in 𝐬𝐢 represent individual probabilities reflecting the
misprediction risk per candidate entity. The final step is to get one
score 𝜌𝑖 given the classifier’s predicted candidate 𝑦̂𝑖. This can be simply
achieved by returning the 𝑦̂𝑖-th score 𝑠𝑖

𝑦̂𝑖

𝜌𝑖 = 𝑠𝑖𝑦̂𝑖 .

4.4. Risk model training

For training, a pairwise learn-to-rank objective (Burges et al., 2005)
is optimized to rank the mispredicted examples higher than the cor-
rectly predicted ones. The objective first transforms the score difference
of a pair (𝑑𝑙 , 𝑑𝑛) into a probability 𝑃𝑙𝑛 that 𝑑𝑙 is ranked higher than 𝑑𝑛

using a Sigmoid function.

𝑃𝑙𝑛 =
1

1 + 𝑒−𝜎(𝑠𝑙−𝑠𝑛)
, (5)

where 𝑠𝑙 and 𝑠𝑛 are the scores for 𝑑𝑙 and 𝑑𝑛, respectively, and 𝜎
determines the shape of the Sigmoid function. Then, cross entropy loss
(Eq. (6)) is used to penalize the deviation of the output probabilities
from the desired rank labels 𝑆𝑙𝑛 = 1+𝑦𝑙−𝑦𝑛

2 where 𝑦𝑙 , 𝑦𝑛 ∈ {0, 1} are the
misprediction labels (1 for mispredicted instances and 0 otherwise). In
this manner, 𝑆𝑙𝑛 ∈ {−1, 1, 0} indicates whether 𝑑𝑙 should be ranked
lower, higher or either way relative to 𝑑𝑛.

𝛹 = −𝑆 𝑙𝑜𝑔𝑃 − (1 − 𝑆 ) 𝑙𝑜𝑔(1 − 𝑃 ) . (6)
𝑙𝑛 𝑙𝑛 𝑙𝑛 𝑙𝑛
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If we limit the pairs to those where the first instance should be ranked
higher than the second instance, i.e. the first instance is mispredicted
by the classifier while the second one is correctly predicted, The cost
function can be simplified into Eq. (7) by substituting 𝑃𝑙𝑛 from Eq. (5)
and setting 𝑦𝑙 = 1, 𝑦𝑛 = 0.

𝛹 = 𝑙𝑜𝑔(1 + 𝑒−𝜎(𝑠
𝑙−𝑠𝑛)) . (7)

The ranking can be performed with regard to individual mention-
candidate scores 𝑠𝑖𝑗 (pair loss in Eq. (8) below) or with regard to the final
mention-level scores 𝜌𝑖 (aggregate loss in Eq. (9) below). Although, the
most compatible objective with ED’s multi-class nature is the latter for-
mulation, the former may provide extra inductive bias by imposing the
ranking on more mention-candidate combinations. Later in Section 6,
we consider both options and evaluate their influence on training and
performance.

𝛹𝑠 =
∑

𝑙∈{𝑦𝑖∶𝑦̂𝑖=𝑦𝑖}

∑

𝑛∈{𝑦𝑘 ,𝑦̂𝑘∶𝑦̂𝑘≠𝑦𝑘}
log (1 + 𝑒𝜎𝑠(𝑠̄

𝑖
𝑙−𝑠̄

𝑘
𝑛 )) . (8)

𝜌 =
∑

𝑦̂𝑖=𝑦𝑖

∑

𝑦̂𝑘≠𝑦𝑘
log (1 + 𝑒𝜎𝜌(𝜌𝑖−𝜌𝑘)) . (9)

The parameters that are fitted during training are the attention
apping matrix 𝐾, the covariance matrix 𝛴 and the learn-to-rank

bjective’s Sigmoid shape parameter 𝜎𝑠 or 𝜎𝜌. The loss function along
ith all the operations performed by the risk model to arrive at the final

isk scores are differentiable. Which allows the application of gradient
ecent to optimize the objective.

. Risk-based adaptation

Chen et al. (2022) showed that risk analysis can be of great value in
he task of distribution shift mitigation. It was shown that minimizing
he risk on unlabeled target data helps in fine-tuning the already-
rained model and adapting it to the intricacies of the new data. This
as further validated in the case of transfer learning, i.e. when the

arget data comes from an entirely different domain. In this section,
e perform adaptive training on ED using the risk model proposed in

his work. It is safe to expect that leveraging outside knowledge should
ave a positive impact on the adaptation task.

Risk-based adaptive training consists of two phases, a traditional
raining phase followed by a risk-based training phase. The first phase
s the conventional fitting on the training set using a loss function 𝐿𝑡

such as Mean Squared Error, Cross Entropy or Max-Margin loss between
the predictions and target labels. The second phase, uses a risk model
trained on the validation data to further fine-tune the classifier by
minimizing misprediction risk on the target test data.

It can be argued that finetuning the model using risk minimiza-
tion alone can cause catastrophic forgetting. This is a side effect of
finetuning all the learnable parameters within the DNN model on new
data, without access to the original training data. The solution often
used to circumvent this phenomenon, is to finetune the model for
a few epochs by using an extremely low learning rate coupled with
an optimization schedule that potentially starts with a warm-up stage
followed by a constant or decayed learning rate stage. The setting
used for risk-based training and the hyperparameters are given in
Section 6.3. Let 𝑃𝛩(𝑒𝑖𝑗 |𝑚𝑖) be the scoring function for a given mention
𝑖 and a candidate entity 𝑒𝑖𝑗 using 𝛩 the fitted weights during the first
hase. The loss function for risk-based training is given in Eq. (10)

𝑟 =
1
𝑛

𝑛
∑

𝑖=1
−1[𝑞,1](𝜌𝑖) 𝑙𝑜𝑔(1 − 𝑚𝑎𝑥𝑗𝑃𝛩(𝑒𝑖𝑗 |𝑚𝑖)) . (10)

here 𝑛 is the total number of mentions in the target test set, 1[𝑞,1](𝑥)
s an indicator function that returns 1 when 𝑥 > 𝑞. 𝑞 is the 1

1−𝜏 -quantile
forming a threshold on risk scores that limits the correction to the
extremely high risk examples. In our experiments, 𝜏 was set to 0.95

eaning that 𝑞 is the upper ventile (20-quantile).
8

6. Experiments

In order to evaluate the performance of the proposed approach,
We conduct two types of experiments. In the first experiment we
perform a comparison of misprediction detection methods. The second
experiment consists in performing domain adaptation for a trained DNN
model using risk analysis. We further perform an ablation study and
qualitative analysis to deeply inspect the proposed model.

The DNN model chosen for the ED task is DCA (Dynamic Context
Augmentation) introduced in Yang et al. (2019). It relies on word
and entity embeddings to extract local features such as Mention–
entity Prior, Context Similarity and Type Similarity (Ganea & Hofmann,
2017). In addition, it augments them with coherence features that act
as a Dynamic Context Augmentation which takes the global context of
the mention into account (the previously matched entities so far in the
same document). The features are then transformed via a feed-forward
2-layer network to produce a score for each mention–entity pair. In
the supervised setting, the model is trained to minimize a max-margin
loss resulting in a ranking model for entities. DCA is a state-of-the-art
(SOTA) model which achieves an F1-score of 94.64 on AIDA-CoNLL’s
test dataset (refer to Section 6.1). Moreover, as opposed to many recent
SOTA models, its results are reproducible.1

6.1. Datasets

We validate our approach on six popular ED datasets:
AIDA-CoNLL The dataset from Hoffart et al. (2011) contains a

training set of 946 documents, a validation set of 216 documents, and
a test set of 231 documents.

WIKI and CLUEWEB datasets are automatically extracted from the
ikipedia and ClueWeb corpora, respectively (Guo & Barbosa, 2018).

ach dataset is split into a training, validation and test sets with ratios
0%, 20% and 20% respectively.
MSNBC (Cucerzan, 2007), AQUAINT (Milne & Witten, 2008) and

CE2004 (Ratinov et al., 2011) are individual testsets used for
ut-of-distribution experiments.

.2. Risk analysis

Our comparative experiment consists of the following methods:
Baseline (Hendrycks & Gimpel, 2017) a baseline uncertainty tech-

ique that simply measures confidence based on the classifier’s output
robability. The predictions close to 1 are considered confident while
he ones that are close to 0 are deemed uncertain. Hence, the score
s measured by the complement of the probability 𝑃𝛩(𝑒𝑖𝑗 |𝑚𝑖) to reflect
ncertainty rather than confidence (1 − 𝑃𝛩(𝑒𝑖𝑗 |𝑚𝑖)).
TrustScore (Jiang et al., 2018) calculates a trust score based on

he agreement between the classifier and a modified nearest-neighbor
lassifier. The data representation used for distance measurement is
xtracted from DCA’s feature layer. We use the official implementation
ith default parameters.2
ConfidNet (Corbière et al., 2019) adds a confidence scoring neural

odule to the main network. We use a fully connected network module
ith 5 layers and ReLu activations to compute the confidence score,

hen, train the module using the True Class Probability (TCP) criterion.3
LearnRisk (Chen et al., 2020) uses a Risk Model as described in

ection 3.1. It uses the similarity and difference metrics devised in the
riginal paper.
KBRisk represents our approach.

1 https://github.com/YoungXiyuan/DCA.
2 https://github.com/google/TrustScore/.
3
 https://github.com/valeoai/ConfidNet.

https://github.com/YoungXiyuan/DCA
https://github.com/google/TrustScore/
https://github.com/valeoai/ConfidNet
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Raw Wikipedia data is extracted from the official dumps4 using
ikiextractor.5 For experimental purposes, the number of entities ex-

racted was limited to cover the datasets in Section 6.1. Considering all
6𝑀 entities is possible if need be, given that hardware requirements

nd runtime are taken into account (by subsampling data or running on
cluster for example). All the available mentions for each entity were

xtracted by following hyperlinks resulting ∼ 13𝑀 mentions of a win-
ow size 𝛿 = 256 tokens. The average number of entities per mention
s 373.46. Scikit-learn was used to build a vocabulary 𝑉 of 𝑛𝑉 = 20 k
okens, train the LDA model and perform TF-IDF transformation. The
hreshold for entity keyword evidence 𝛾 is set to 0.1 (Section 4.1.3). The
umber of top 𝑘 topics per entity is 10 (Section 4.1.2). Each dataset 𝐷

is vectorized and transformed using TF-IDF and LDA models following
the methodology presented in Section 4.1.

DCA model is trained with the default parameters in the supervised
learning mode. The classifier’s predictions 𝑦̂𝑖 on the validation and test
sets are then used to train and validate the risk model. The latter is
trained for 100 epochs using Adam Optimizer with learning rate equal
to 10−1 and a batch size of a 1500 mentions. The high learning rate
is compensated by the large batch size (Smith et al., 2018) which ac-
celerates training significantly. We made sure the loss kept decreasing
throughout training with this configuration. CVaR confidence was set to
0.9 following Chen et al. (2020). The experiment was replicated twenty
times with different random seeds (for 𝐾 and 𝛴). The comparative
results are given in Fig. 4. The Receiver operating characteristic (ROC)
metric is used to compare misprediction detection performance (refer
to Section 3.1). Methods with high true positive rate to false positive
rate ratio are better at detecting mispredictions with lower budget. The
plots in Fig. 4 show the averaged ROC graphs. The area under each ROC
graph (AUROC) is noted in the corresponding legend. It is clear that
the baseline shows competitive performance with an area under the
curve way higher than the 0.5 bound (the diagonal line in the figure).
ConfidNet is consistently under-performing despite being more expen-
sive due to confidence module fitting. It even drops under the random
guess line in some occasions. On the other hand, TrustScore shows good
misprediction detection ability on all three datasets. LearnRisk attains
good performance on WIKI dataset, and outperforms the baseline on all
datasets. Finally, KBRisk outperforms all methods across all datasets.
This is manifested in the larger AUROC compared with alternatives,
with an increase of up to 4% in AUROC across datasets. Moreover,
the ROC curve of KBRisk is consistently superior to other methods.
Especially, in the low FPR side of the graph. Table 1 shows the 𝑝-values
for the pairwise sample t-test between KBRisk and every other method.
It can be seen that on almost all datasets, the AUROC scores seen in
Fig. 4 are statistically significant with a confidence of 0.05. The only
exception being the difference between KBRisk and TrustScore on the
CLUEWEB dataset.

4 https://dumps.wikimedia.org/enwiki/.
5 https://github.com/attardi/wikiextractor.
9
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Table 1
Pairwise sample T-Test significance analysis. Cell values represent 𝑝-values between
KBRisk and each alternative method for 20 runs across all datasets.

Method AIDA-CoNLL WIKI CLUEWEB

vs Baseline 2.6307e−22* 1.8071e−22* 1.1176e−15*
vs ConfidNet 1.9637e−12* 3.6844e−41* 1.1114e−17*
vs TrustScore 8.7556e−10* 3.6436e−23* 0.054804
vs LearnRisk 2.802e−19* 2.296e−14* 3.8756e−15*

* 𝑝-values less than the confidence 0.05.

Indeed, by leveraging external knowledge, KBRisk was able to better
detect the DNN model’s mispredictions. In addition, fitting the risk
model on validation mispredictions allowed for a better exploitation
of the knowledge and a more precise assessment tailored to the DNN
model.

6.3. Adaptation

We perform adaptation experiments, following the approach in Sec-
tion 5, on the three datasets presented above and evaluate the model’s
F1 score improvement, before and after adaptive training. The trained
DNN model is further fitted on the loss 𝐿𝑟 for 10 epochs with a learning
rate of 10−5. The classification layer is optimized with the unscaled
learning rate, the inner layers use a smaller learning rate to avoid
catastrophic forgetting. The mid layers are updated with a rate of 10−6

nd the bottom layers with a learning rate of 10−7. An initial warm-up
tage is added to the schedule that increases the learning rate gradually
rom 0 to 10−5 for 2 epochs. The experiment is re-run twenty times, each
un uses a different random seed for parameter initialization and data
huffling. Fig. 5 shows the experimental results comparing F1 scores
efore and after adaptive training with varying training-set sizes. It
an be seen from the results that risk-adaptive training achieves better
cores than conventional training. This observation is consistent with
he literature on domain-adaptation (Ganin & Lempitsky, 2015).

.4. Out-of-distribution risk analysis

In the previous experiments we only dealt with the case when
he test set comes from the same distribution as the training and
alidation sets. It is interesting to evaluate the proposed risk model’s
bility to detect mispredictions on out-of-distribution (OOD) data. In
act, the risk model itself is trained on the classifier’s mistakes on
he validation data, which reduces its performance in this scenario.
owever, making use of global metrics from external sources such as
knowledge base and incorporating a dynamic attention mechanism

llow for more generalization ability. Table 2 shows the AUROC scores
or the compared methods when using AIDA-CoNLL, CLUEWEB and

IKI datasets as source data sets and testing on MSNBC, ACE2004

nd AQUAINT. In addition, for each of our training sets we use the

https://dumps.wikimedia.org/enwiki/
https://github.com/attardi/wikiextractor
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Fig. 5. Risk adaptive training comparative results. F1 scores on the test set are shown for different training set sizes. The shaded area around the curve represents the 95%
confidence interval.
Table 2
Out-Of-Distribution risk analysis AUROC scores. The top 5 rows of each sub-table show the Area Under the ROC curve while
the bottom 4 rows show the 𝑝-values between KBRisk and each alternative method for 20 runs across all OOD datasets.

AIDA-CoNLL MSNBC ACE2004 AQUAINT WIKI CLUEWEB

Baseline 0.8361 0.693 0.7499 0.7885 0.815
ConfidNet 0.5543 0.6479 0.5501 0.5532 0.5138
TrustScore 0.8462 0.7335 0.788 0.7316 0.7586
LearnRisk 0.7875 0.7543 0.8111 0.7622 0.8337
KBRisk 0.8604 0.7866 0.8678 0.8136 0.842

vs Baseline 0.001213* 1.51e−07* 1.519e−22* 9.203e−07* 1.26e−14*
vs ConfidNet 4.359e−09* 2.516e−07* 1.162e−12* 4.054e−10* 1.279e−09*
vs TrustScore 0.05301 5.214e−07* 1.514e−17* 5e−22* 7.285e−30*
vs LearnRisk 3.248e−12* 0.01529* 2.384e−13* 4.185e−12* 0.002003*

CLUEWEB MSNBC ACE2004 AQUAINT AIDA-CoNLL WIKI

Baseline 0.8336 0.6351 0.7177 0.8142 0.8292
ConfidNet 0.4023 0.611 0.4821 0.4683 0.3815
TrustScore 0.8351 0.652 0.7455 0.7051 0.7607
LearnRisk 0.8004 0.7581 0.8173 0.72 0.8115
KBRisk 0.901 0.793 0.8351 0.7181 0.8349

vs Baseline 1.109e−15* 2.005e−21* 5.174e−24* 1.78e−20* 0.02331*
vs ConfidNet 5.579e−19* 1.687e−16* 2.672e−22* 6.143e−12* 1.036e−18*
vs TrustScore 2.563e−17* 9.636e−20* 9.065e−17* 0.0001329* 2.541e−26*
vs LearnRisk 8.959e−19* 0.004097* 0.002609* 0.7472 1.223e−09*

WIKI MSNBC ACE2004 AQUAINT AIDA-CoNLL CLUEWEB

Baseline 0.803 0.6009 0.6843 0.7573 0.7116
ConfidNet 0.442 0.5766 0.515 0.5116 0.5072
TrustScore 0.8294 0.8345 0.7847 0.7413 0.7756
LearnRisk 0.8089 0.7219 0.7879 0.74 0.7284
KBRisk 0.8608 0.8694 0.8919 0.7787 0.8357

vs Baseline 0.001726* 1.407e−15* 1.263e−17* 0.3686 2.294e−12*
vs ConfidNet 1.219e−12* 1.107e−11* 3.717e−15* 3.658e−09* 9.318e−16*
vs TrustScore 0.1136 0.1114 9.528e−09* 0.1273 1.774e−05*
vs LearnRisk 0.0002292* 1.127e−09* 3.91e−12* 0.06792 1.439e−14*

* 𝑝-values less than the confidence 0.05.
estsets of the remaining two sets as Out-Of-Distribution sets. We can
ee from the table that using AIDA-CoNLL or WIKI as source datasets,
BRisk achieves the best results on all OOD test sets. These results
re mostly significant when using AIDA-CoNLL as source, as the t-test
esults between KBRisk and every other method show. In three out of
ive testsets, LearnRisk had the second best performance. When using

IKI as source, only for Trustscore, which ranks second best in mul-
iple target sets, the statistical significance cannot be accepted for the
onfidence level of 0.05. As for other methods, KBRisk’s performance
s shown to be statistically significant. In the case of using CLUEWEB
s source, KBRisk’s AUROC score is only surpassed by the baseline on
IDA-CoNLL. Despite its simplicity, the baseline approach shows decent
erformance, especially when the target set was AIDA-CoNLL, which
onfirms the findings in Hendrycks and Gimpel (2017). LearnRisk had
he second best performance in three testsets.

Given the results above, we also perform adaptive training on OOD
estsets by using AIDA-CoNLL, WIKI and CLUEWEB as source datasets.
10
The F1-scores comparing the conventional training with adaptive train-
ing are given in Fig. 6. We apply the same settings as in Section 6.4. It
can be seen that despite the fluctuation in the results across training
sizes, the adaptively-trained DNN can outperform the traditionally
trained one on all OOD test sets.

6.5. Ablation study

In the conception of the risk model architecture, many design
choices have been made. Some components had variants to choose from
such as VaR versus CVaR or the choice of loss function. So, it is of
great importance to validate these choices and quantify their influence
on risk analysis results. We identify the following variations which we
deem influential: the attention mechanism which makes use of entity
embeddings to generate dynamic weight vectors per input instance.
Modeling inter-dependence between risk features using a Multi-variate
Normal random vector. Loss function definition using pair loss or
aggregate loss. Table 3 shows the AUROC results on all test datasets
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Table 3
Components ablation study. LearnRisk is the base model. Att represents the attention
ayer, MN represents the multi-variate normal layer, CVaR is the Conditional Value-

at-Risk. ALoss is the aggregated loss while PALoss is the pairwise-aggregated loss
combination. Values represent Area Under the ROC curve.

Dataset AIDA-CoNLL WIKI CLUEWEB

LearnRisk 0.8230 0.8540 0.8057
+Att 0.8254 0.8602 0.8061
+MN 0.8375 0.8582 0.8139
+CVaR 0.8404 0.8558 0.8131

+ALoss 0.8533 0.8591 0.8149
+PALoss 0.8553 0.8648 0.8161

using different risk model component combinations. LearnRisk denotes
the original raw risk model with a global weight vector and VaR risk
measure but using the metrics proposed in Section 4.2, Att denotes the
attention layer, MN denotes the multivariate normal layer, CVaR is
the application of CVaR instead of VaR for risk estimation. ALoss and
ALoss denote the aggregated loss (𝛹𝜌) and the sum of the pair loss and
ggregated loss (𝛹 + 𝛹 ) respectively. The loss impact is specifically
11

𝑠 𝜌
onsidered once all components are included, since in other variants,
he used loss is the PLoss (𝛹𝑠).

It can be clearly observed on Table 3 that the components proposed
n this work were beneficial in the overall performance across the tested
atasets. The attention layer, being the component responsible for
njecting KB knowledge via entity embeddings contributed in boosting
he accuracy of the risk model on CLUEWEB. The multi-variate normal
ayer’s contribution had a significant positive impact on AIDA-CoNLL
nd CLUEWEB datasets and the CVaR layer offered a slight improve-
ent overall. ALoss had a big impact on performance compared with

he default pair loss. Finally, it is obvious that PALoss converges to a
better solution compared with ALoss on two out of three datasets, with
CLUEWEB being the exception. This means that pair loss and aggregate
oss are equally important to the final ranking. The final row in the
able represents the full KBRisk model.

With a fixed risk model architecture, risk analysis effectiveness
urther relies on the quality of the rules extracted from the classi-
ier’s training data. The one-sided decision tree-based rule extraction
lgorithm and the training data available to it are predetermined. So,
he quality of the rules is mainly dependent on the metrics that are
sed to generate them. Section 4.2 proposed three metric categories
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Table 4
Metrics ablation study. EMB represents embedding-based metrics, REP represents
DNN representation-based metrics and KB represents knowledge-base metrics. Values
represent Area Under the ROC curve.

Source #Rules Dataset

AIDA-CoNLL WIKI CLUEWEB

EMB 130 0.7426 0.8052 0.7337
+REP 411 0.8268 0.8641 0.8043
+KB 2323 0.8553 0.8648 0.8161

Fig. 7. Risk feature distribution’s covariance matrix (𝛴) example.

depending on the knowledge sources used to compute them. Therefore,
we also evaluate their individual contributions to risk analysis. Table 4
shows AUROC results using various metric category combinations. The
number of rules generated is also reported for each metric category
combination. The embedding, knowledge base and classifier representation
metric categories are denoted as EMB, KB and REP respectively. It
is clear from the AUROC scores that each knowledge source adds to
KBRisk’s accuracy in detecting mispredictions. More specifically, the
knowledge base extracted metrics lead to significant improvements.

6.6. Qualitative analysis

The solution depends on many qualitative characteristics that play
a big role in ensuring its good performance. This section presents an
analysis of these characteristics such as topic model coherence, entity
coverage and entity evidence quality.

6.6.1. Risk estimation example
In this subsection, we illustrate through an example how the risk is

measured in the case of KBRisk and how it compares to LearnRisk. We
fitted an instance of KBRisk and an instance of LearnRisk on the DNN
model mispredictions on AIDA-CoNLL dataset. We picked an example
from AIDA-CoNLL test set and ran risk estimation from both risk model
variants. Table 5 shows the inputs: the mention World Series within
its context and the proposed candidates, the DNN model’s prediction
Australian Tri-Series, and the ground truth answer World Series Cricket.
In addition, the table shows the intermediate scores for each variant
consisting of: active risk features 𝑓𝑗 and their corresponding static
means 𝜇𝑓𝑗 , and learned weights 𝑤𝑗 , the final mean 𝜇𝑖 and variance 𝜎2𝑖
for the distribution of 𝜋𝑖, and the calculated risk score 𝜌𝑖. The rank of
the example according to 𝜌𝑖 is also reported to be able to compare raw
scores regardless of the score distribution. We limit the number of risk
features to the top five features according to their weights 𝑤𝑗 . In the
case of KBRisk, we further plot in Fig. 7 a subset of the covariance
matrix 𝛴 containing only the active risk features for the example of
Table 5. For more details on the metrics used in LearnRisk such as
least_common_string and monge_elkan similarity metrics, refer to the
12
Fig. 8. Topic model perplexity for different number of topics.

original paper (Chen et al., 2020). For the metrics used by KBRisk, refer
to Section 4.2. Note that KBRisk makes use of only one text similarity
metric, which is edit_distance.

The first observation is that LearnRisk, which uses string similarity
metrics based only on the training data, has a smaller number of active
features. Moreover, the DNN probability-based risk feature was among
the top-5 active features. Meaning that for LearnRisk the output of the
DNN contributed in the final estimation (with a weight of 0.05). On
the other hand, KBRisk had more than five active risk features involv-
ing multiple metrics from various sources. This example represents a
misprediction by the DNN model: the risk score should be relatively
high in this case. Yet, looking at the rank of the example according to
𝜌𝑖 for both LearnRisk and KBRisk, we see that LearnRisk estimated a
lower risk than KBRisk. This is due to the high variance 𝜎2𝑖 causing the
VaR score to be high even though both values for 𝜇𝑖 are low. KBRisk
estimated lower variance by learning the covariance matrix between all
feature distributions. Resulting in a better estimation for misprediction
risk. We also notice that despite being ranked 1043rd by LearnRisk,
the risk score 𝜌𝑖 is still above 0.95. This is due to the VaR metric which
tends to give values closer to the extremes. On the other hand, KBRisk,
using CVaR, has better calibrated risk scores 𝜌𝑖.

6.6.2. Topic model coherence
The quality of the extracted topics depends on the number of

documents used to fit the LDA model as well as the good choice of
the number of topics 𝑛𝑇 . Using wikipedia as a source, which contains
millions of entities, ensures that the number of documents is not an
issue. Fig. 8 shows the perplexity of the LDA model for different values
of 𝑛𝑇 . In our experiments, we set 𝑛𝑇 = 200 as it represents a sweet spot.

6.6.3. Entity evidence quality
After the evidence is extracted, each entity will have one or more

topics it belongs to as well as a set of keywords or tokens that are
highly indicative of said entity. Table 6 shows some entities together
with their corresponding evidence ranked by their scores: TF-IDF scores
for keywords and LDA probabilities for topics. The topics shown in the
table were labeled manually based on their top constituent words. They
are shown in capital letters in the table. In all five examples, topics are
among the top-5 features.

6.6.4. Dataset entity coverage
When using external knowledge, it is important to assess how much

of the data at hand is covered by it. Table 7 shows the number of enti-
ties covered by the knowledge base for each dataset (validation and test
sets). It clearly shows that more than 90% of the entities are covered on
all datasets. Thanks to the incorporation of entity embeddings via the
feature mapping matrix 𝐾, their risk feature weights are estimated from
their position in the embedding space. I.e. novel entities are treated as
their neighboring entities which were seen during training.
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Table 5
Risk estimation comparative example between KBRisk and LearnRisk.
Mention Cricket Australia Beat West Indies By Five Wickets Melbourne 1996 12 06 Australia beat

West Indies by five wickets in a World Series limited overs match at the Melbourne
Cricket Ground on Friday Scores West Indies 172 all out in 49 2 overs Shivnarine
Chanderpaul 54 Australia 173 5 in 48 4 overs Greg Blewett 57 not out

Candidates World Series, 1994 World Series, 1944 World Series,
World Series Most Valuable Player Award, Negro World Series, World Series Cricket,
Australian Tri-Series, ATP International Series

Model prediction Australian Tri-Series
Ground truth World Series Cricket
Model probability 0.1305

LearnRisk

𝜇𝑖 0.1239
𝜎2
𝑖 0.081

𝜌𝑖 0.9524
RANK(𝜌𝑖) 1043∕4486

Features

Expression 𝜇𝑓𝑗 𝑤𝑗

𝑓1 ∶ least_common_string > 0.3798 ∧ monge_elkan ≤ 0.6917 0.1208 0.66
𝑓2 ∶ 0.6913 ≤ monge_elkan ≤ 0.7162 ∧ edit_distance > 0.4874 0.1388 0.18
𝑓3 ∶ monge_elkan ≤ 0.5249 0.1319 0.08
𝑓4 ∶ DNN 0.11 0.05
𝑓5 ∶ least_common_string > 0.4361 0.0686 0.03

KBRisk

𝜇𝑖 0.2930
𝜎2
𝑖 0.0082

𝜌𝑖 0.8629
RANK(𝜌𝑖) 183∕4486

Features

Expression 𝜇𝑓𝑗 𝑤𝑗

𝑓1 ∶ edit_distance ≤ 0.9128 0.1016 0.19

𝑓2 ∶ neg_class_dist > 0.010 ∧ 𝑝̂(𝑒|𝑚) ≤ 0.0714 0.8631 0.16
∧ topic_sim > 0.4835 ∧ edit_distance > 0.4843

𝑓3 ∶ pos_class_dist ≤ 0.1255 ∧ neg_class_dist > 0.0103 0.0906 0.09
∧ 𝑝̂(𝑒|𝑚) ≤ 0.2142 ∧ context_emb_sim_cos ≤ 0.1802

𝑓4 ∶ pos_class_dist ≤ 0.1772 ∧ 𝑝̂(𝑒|𝑚) ≤ 0.071 0.8418 0.05
∧mention_emb_sim_euc ≤ 0.4899 ∧ edit_distance ≤ 0.1702
∧ context_text_sim ≤ 0.0233

𝑓5 ∶ 0.2361 < context_text_sim ≤ 0.4642 ∧ edit_distance > 0.8248 0.1445 0.04
∧mention_emb_sim_euc ≤ 0.1798
Table 6
Entity evidence examples. Top-5 tokens are shown per entity. Bold tokens represent topics and non-bold ones represent keywords.
Entity Keyword/Topic (Probability)

GPS signals gps(0.62) software(0.35) satellites(0.29) space(0.28) aerospace(0.23)
Tony Mitchell music(0.73) porter(0.28) band(0.26) album(0.24) singles(0.23)
(musician)
Googleplex google(0.84) software(0.42) california(0.16) structure(0.12) mountain(0.11)
Standard German german(0.70) language(0.42) language(0.30) dialects(0.29) standard(0.23)
FDA (trade union) fda(0.48) association(0.35) union(0.29) secretary(0.19) patel(0.18)
Table 7
Dataset entity coverage.

Dataset Validation Test

AIDA-CoNLL 90.28% 92.21%
WIKI 93.19% 95.61%
CLUEWEB 90.81% 93.66%

7. Conclusion

In this paper, we proposed a knowledge-based risk model for the
task of ED. Leveraging external knowledge about real-world entities
allowed for more accurate risk analysis. Moreover, we were able to
perform adaptive deep learning by minimizing the misprediction risk
on target data. Our extensive experiments on real benchmark data
validated the efficacy of both the proposed risk analysis approach and
the adaptive deep learning approach.

For future work, some limitations of the proposed risk analysis ap-
proach are worthy of further investigation. First, the proposed approach
13
relies on task-specific metrics that are carefully designed. A future
improvement may attempt to decouple the metrics-design phase from
the specificities of the task or to devise an automatic way to generate
the metrics. Second, for risk analysis, we assume the existence of a
validation set with decent size, it is worth considering if risk model
training can be reduced to a few-shot approach that can be fitted
on only a handful of examples. Third, many newer models such as
Large Language Models have already been pre-trained on large corpora
including Wikipedia. It is interesting to explore how to leverage these
large NLP models for risk analysis.
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