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Analysis by Deep Neural Networks 

and Linguistic Hints 
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Abstract一The state-of-the-art techniques for aspect-level sentiment analysis focused on feature modeling using a variety of deep 
neural networks (DNN). Unfortunately, their performance may still fall short of expectation in real scenarios due to the semantic 
complexity of natural languages. Motivated by the observation that many linguistic hints (e.g., sentiment words and shift words) are 
reliable polarity indicators, we propose a joint framework, Sen Hint, which can seamlessly integrate the output of deep neural networks 
and the implications of linguistic hints in a unified model based on Markov logic network (MLN). SenHint leverages the linguistic hints 
for multiple purposes: (1) to identify the easy instances, whose polarities can be automatically determined by the machine with high 
accuracy; (2) to capture the influence of sentiment words on aspect polarities; (3) to capture the implicit relations between aspect 
polarities. We present the required techniques for extracting linguistic hints, encoding their implications as well as the output of DNN 
into the unified model, and joint inference. Finally, we have empirically evaluated the performance of SenHint on both English and 
Chinese benchmark datasets. Our extensive experiments have shown that compared to the state-of-the-art DNN techniques, Sen Hint 
can effectively improve polarity detection accuracy by considerable margins. 

16 Index Terms一Deep neural networks, linguistic hints, aspect-level sentiment analysis 

17 1 INTRODUCTION 
1s ASPECT-LEVEL sentiment analysis (ALSA) [1], a fine-grained
19 classification task, has recently become an active research 
20 area in NLP. Its goal is to extract the opinions expressed 
21 towards different aspects of a product. ALSA can provide 
22 important insights into products to both consumers and 
23 businesses [2]. In the literature [3], two finer subtasks of 
24 ALSA have been studied: aspect-category sentiment analysis 
2s (ACSA) and aspect-term sentiment analysis (ATSA). ACSA 
26 aims to predict the sentiment polarity towards a few prede-
27 fined aspect categories, which may not explicitly appear in 
2s the text. ATSA instead deals with explicit aspects involving a 
29 single word or a multi-word phrase. In this paper, we target 
30 both ACSA and ATSA. Consider the running example shown 
31 in Table 1, in which凡and Sij denote the review and sentence 
32 identifiers respectively. It can be observed that in R2, the 
33 aspect term'' battery" explicitly appears in the sentence S21, 
34 while the sentence S22 does not explicitly contain its target 
35 aspect term ("laptop#performance"). ACSA has to detect the 
36 polarities of the aspects in both S21 and S22. In contrast, ATSA 
37 only needs to detect the aspect polarity in S21. 
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The state-of-the-art solutions for aspect-level sentiment 38 
analysis [4], [5] are mainly built on a variety of deep neural 39 
networks (DNN), which can automatically learn multiple 40 
levels of feature representation. Even though the DNN tech- 41 
niques can achieve empirically better performance than the 42 
previous alternatives (e.g., the techniques based on lexi- 43 
con [6], [7] and SVM [8], [9]), their practical performance 44 
may still fall short of expectation due to the semantic com- 45 
plexity of natural languages. For instance, on most ACSA 46 
tasks of the popular SemEval benchmark, the reported top 47 
accuracy levels are only around 80 percent [1], [10]. 48 

It can be observed that natural languages provide rich 49 
linguistic hints potentially useful for polarity reasoning. A so 
sentence may contain strong sentiment words that explicitly 51 
express sentiment. In the running example, the presence of s2 
the strong sentiment word "like", together with the absence 53 
of any negative word, suggests that the sentiment of the sen- 54 
tence S11 is positive. A sentence may also contain shift 55 
words (e.g., but and however), which do not directly indicate 56 
polarity but explicitly specify the relationship between two 57 
neighboring aspect polarities. Again in the running exam- 58 
ple, the word "However" at the beginning of the sentence 59 
扣indicates that its polarity is opposite to the polarity of 60 
the sentence S11. In contrast, the absence of any shift word 61 
between two neighboring sentences usually means that 62 
their polarities are similar (e.g., S21 and S22). 63 

Unfortunately, the existing DNN techniques have limited 64 
capab山ty in modeling various linguistic hints. In this paper, 65 
we propose a novel framework, SenHint, which enables 66 
joint inference based on both DNN and linguistic hints. It 67 
first extracts explicit linguistic hints and then encodes their 68 
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